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Abstract

Veracity assessment of news and social bot detection have
become two of the most pressing issues for social media plat-
forms, yet current gold-standard data are limited. This pa-
per presents a leap forward in the development of a sizeable
and feature rich gold-standard dataset. The dataset was built
by using a collection of news items posted to Facebook by
nine news outlets during September 2016, which were anno-
tated for veracity by BuzzFeed. These articles were refined
beyond binary annotation to the four categories: mostly true,
mostly false, mixture of true and false, and no factual con-
tent. Our contribution integrates data on Facebook comments
and reactions publicly available on the platform’s Graph API,
and provides tailored tools for accessing news article web
content. The features of the accessed articles include body
text, images, links, Facebook plugin comments, Disqus plu-
gin comments, and embedded tweets. Embedded tweets pro-
vide a potent possible avenue for expansion across social me-
dia platforms. Upon development, this utility yielded over 1.6
million text items, making it over 400 times larger than the
current gold-standard. The resulting dataset—BuzzFace—is
presently the most extensive created, and allows for more ro-
bust machine learning applications to news veracity assess-
ment and social bot detection than ever before.

Introduction

As the internet becomes an ever-increasing presence in the
life of the average person, more and more obtain their news
from Facebook and other forms of social media (Gottfried
and Shearer 2016). Since this dissemination of news con-
tent is by and large unsupervised and often strictly user-
generated, quality control has become a pressing concern.
Clearly, misinformation on the internet is not a new prob-
lem, as fact-checking websites such as Snopes have ex-
isted since at least 1994. What is new is this meteoric rise
in social media which has made it easier than ever before
for organizations to produce and spread news content of
questionable validity to massive audiences (Chen, Con-
roy, and Rubin 2015). The spread of intentional misinfor-
mation through online forums during the 2016 Brexit vote
and U.S. Presidential election (Howard and Kollanyi 2016;
Howard, Kollanyi, and Woolley 2016) have put the spotlight
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on what has recently been dubbed “fake news”. Facebook
and other social media corporations have made attempts to
counter this manufacture of misleading news content, but it
has only become more prominent (Weedon, Nuland, and
Stamos 2017).

Since shutting down the production of all outlets that pro-
duce such content would be nearly impossible, the main
method being explored for the systematic squelching of this
content is detection. An algorithm that would take a news
article and its associated features and assign a veracity score
would prove a potent weapon in combating misinformation
online. Unfortunately, little progress has been made on such
an algorithm (Conroy, Rubin, and Chen 2015). This holds
true for a multitude of reasons, perhaps the most impor-
tant being the lack of gold-standard data on which to train
models (Rubin, Chen, and Conroy 2015). This problem is
largely a matter of scope; the validity analysis of the content
of thousands of news articles of non-trivial veracity requires
significant vetting and input of time. Recently, a BuzzFeed
News investigation has rendered one such dataset, whose po-
tential we highlight.

An additional area of concern with respect to the prop-
agation of information on social media platforms is social
bots, which are often the means by which questionable news
content is spread (Ferrara et al. 2016). Social bots are auto-
mated users of social media platforms which promote spe-
cific ideologies. It is widely thought that the misinforma-
tion campaigns associated with the 2016 U.S. Presidential
Election and the Brexit vote were enacted by large num-
bers of coordinated social bots (Howard and Kollanyi 2016;
Howard, Kollanyi, and Woolley 2016). Unfortunately, one
of the largest factors contributing to the rise of social bots
in everyday online discourse is the difficulty in their detec-
tion (Ferrara et al. 2016). Due to this, many experts are
not even in agreement as to the actual scope of the prob-
lem, but a common figure cited is that between 9% and 15%
of active users on Twitter are automated (Varol et al. 2017).
This is a huge proportion of users, and clearly has already
had massive impacts on not only social media ecosystems,
but society at large. Any progress made towards the creation
of algorithms for detection of these social bots would have
massive implications in many fields, but unfortunately sim-
ilarly to the problem of misleading news content detection,
there is an alarming shortage of gold-standard data. The only



data sets of any relevance that we have been able to find have
dealt with Twitter. The data set that we detail here — Buz-
zFace — will be particularly interesting to those that wish to
study the social bots of Facebook.

The initial dataset created by BuzzFeed was formed us-
ing a sample of news articles posted to Facebook by a select
group of news outlets during a specific time period (Sil-
verman et al. 2016). Each article was read and analyzed for
veracity, and given a categorization. While it is in and of it-
self a useful dataset, we have identified this opportunity for
its enrichment via the features that come along with social
media posts. As the articles were all posted to Facebook,
the Facebook Graph API allows for the collection of data
on “reactions”’, Facebook comments, and various metadata.
Additionally, since many of these Facebook posts link to
outside web pages, content acquisition can be performed to
obtain the article text along with images, links, and embed-
ded tweets associated with each article. Finally, many news
outlets allow for additional commentary on the actual article
web pages themselves—using either or both of the Facebook
Comments and Disqus Comments System plugins. This al-
lows for up to two additional sources of commentary asso-
ciated with each article.

While websites and platforms such as Facebook offer
tremendously valuable data publicly and through their APIs,
these services are ephemerally dependent on variations in
terms of service and considerations for user privacy. How-
ever, these issues are as much subject to current events as
they are to user preference settings and the whims of admin-
istrators. Since BuzzFace’s inception (= 1 year), Facebook
has updated its API from version 2.8 to 2.12, which has in-
cluded the removal of user-level data of reactions from pub-
lic access. In addition to this, many user comments, news
articles, and even an entire news outlet have been deleted
or hidden—Freedom Daily’s page is no longer accessable,
making neither its posts nor its comments available in this
final release. Additionally, while the dataset’s initial access
resulted in user-identifying information as a component of
the Facebook comments, this information is now restricted.
Thus, present retrieval from the Graph API renders commen-
tary that is lacking this information, potentially hobbling the
dataset from user-based analyses. However, seeing the value
of these data we address these issues here by independently
releasing ego identifiers. Ultimately, these issues highlight
the ephemerality and evolution of social media, and for the
data on egos we release, make the BuzzFace dataset all the
more valuable. BuzzFace is hosted at (Santia and Williams

).
Related work

For such an important contemporary issue, there have been
relatively few scholarly studies produced with the intention
to aid the assessment of news veracity online, particularly in
the context of social media. Indeed, we have found no such
datasets which pertain to Facebook. Clearly, this is not a new
problem, as fact-checking websites such as Snopes have ex-
isted since at least 1994. Considering that Facebook is by
far the largest social media platform and the source of many
Americans’ daily news (Center 2015), this fact came as a
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surprise. Perhaps this is due to the difficulty researchers face
in obtaining large gold-standard datasets using Facebook’s
Graph API; Facebook is notoriously protective of their data.
This lack of Facebook news veracity data has led to a se-
vere shortage of gold-standard datasets for potential investi-
gators to work with. This shortage has led to extreme diffi-
culty in the creation of reliable news veracity classification
algorithms (Rubin, Chen, and Conroy 2015).

The current gold-standard in social media veracity as-
sessment is the corpus which was used in the shared task
at SemEval-2017, titled “RumourEval: Determining rumour
veracity and support for rumours” (Derczynski et al. 2017).
This task required participants to determine the veracity of
a given set of tweets. Along with each of these tweets was
provided the associated “conversation” of tweets stemming
from the parent. This grouping of tweets naturally generates
a tree structure. The participants of the task set out to use
the thread associated with a parent tweet to determine its
veracity, with the only available veracity classifications be-
ing true or false. Such a classification leaves very little room
for ambiguity and does not provide the user with tools for
a descriptive annotation. Oftentimes, misleading news items
are so effective precisely because they contain just enough
true information so as to come off as legitimate, and then
the falsehoods therein are all the more effective at mislead-
ing the reader (Ecker et al. 2014). This dataset contains 297
threads, each with a unique parent tweet. The reply tweets
total up to 4, 222, which makes for a dataset of 4, 519 tweets.
Relatively speaking, this is quite a small amount of data to
work with. In addition, the data allows the user to train an al-
gorithm to determine the veracity of a single tweet, which at
the time could be no longer than 140 characters. Naturally,
the content of a tweet is miniscule in comparison to the con-
tent of the standard news article. This brevity yields a much
less complicated text object to analyze. Clearly it is easier to
inject a variety of misleading and true statements into docu-
ments of greater length. Larger datasets which also focus on
small pieces of text exist — such as LIAR at 12, 386 items
(Wang 2017) — but they lack the user-generated content as-
sociated with social media. Similar to LIAR is the dataset
detailed in (Vlachos and Riedel 2014) but this is quite a bit
smaller at 106 short text items.

Another dataset of interest is the “Fake News Challenge”
(Team 2018). The current goal of the dataset is to facilitate
production of algorithms which classify the stance of the
body of an article relative to the claim made in the title. The
challenge asks users to make this classification into one of
four categories: agrees, disagrees, discusses, and unrelated.
The presence here of more than two categorizations is cer-
tainly an advantage that this dataset has over the previously
discussed RumourEval dataset. Unfortunately, this dataset is
designed only to facilitate this process — also called stance
detection, which is not equivalent to news veracity assess-
ment. The authors claim that automating stance detection is
an important first step in the creation of veracity algorithms.
While this may be the case, in its current form, this dataset
provides no help in researchers attempting to create better
mechanisms for veracity assessment. The data itself consists
of the body text of 2, 532 articles coupled with 49, 972 titles



which are each assigned a corresponding body text. Clearly,
many of the body texts will have several different titles as-
signed to them. The participants are also given one of the
previously-described labels for each of the titles, in order to
facilitate training. There is no indication whatsoever in the
dataset as to the veracity of the articles provided. Still, this is
a reasonably-sized dataset which perhaps in the future will
show much merit in veracity assessment. It is interesting to
note that the authors state this dataset was derived from the
Emergent online news veracity classifier, which was created
by Craig Silverman, who was the main leader of the Buz-
zFeed dataset we have based our work on (Silverman et al.
2016).

Content
BuzzFeed Dataset

The dataset provided by BuzzFeed consists of 2, 282 news
articles, along with several Facebook features (number of
likes, etc.) and the assigned veracity rating. The articles in-
clude all posts from seven weekdays in September 2016
made through the following nine Facebook news pages:
ABC News Politics, Addicting Info, CNN Politics, Eagle
Rising, Freedom Daily, Occupy Democrats, Politico, Right
Wing News, and The Other 98%. This time frame—the
height of the 2016 Presidential Election—saw increased
public awareness of the online information veracity issue.
The outlets were chosen such that they represented various
possible political biases: mainstream, left-leaning, and right-
leaning. The mainstream outlets were ABC News Politics,
CNN Politics, and Politico. The left-leaning outlets were Ad-
dicting Info, Occupy Democrats, and The Other 98%. The
remaining three outlets were right-leaning. The BuzzFeed
report (Silverman et al. 2016) exhibited the timely nature of
the problem, with the more-partisan outlets publishing false
and misleading information more than 20% of the time.

While it may seem natural to simply use binary categories
when assigning the news items veracity labels (namely, true
and false), the curators of the BuzzFeed dataset decided to
take a more nuanced approach and used the following four:
mostly true, mostly false, mixture of true and false, and no
factual content. Mostly true and mostly false are straight-
forward and used when the majority of the information in
the news item is either accurate or inaccurate, respectively.
Mixture of true and false is chosen when the inaccurate in-
formation is roughly equal to the accurate, or when the news
item is based on unconfirmed information. Finally, no fac-
tual content is used in the case of posts which are opin-
ion, comics, satire, or other posts that do not make a factual
claim (Silverman et al. 2016). This system is more infor-
mative than a simple truth dichotomy as it recognizes the
significant volume of content online that simply contains no
factual information. Moreover, this categorization will al-
low researchers to study perceived credibility when truth and
falsehoods are mixed.

Many of the other features provided in the dataset are
made obsolete by the additional processing. An essential
feature for each article is the Facebook ID, which allows
for easy use of the Facebook Graph API. At the initial time
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of access, this provided use of the API for data on 2,263
of the articles (fewer than 1% were deleted or had no com-
ments). Another useful feature is Post Type, which catego-
rizes each article as either a link, photo, or video. This is
crucial information for the content acquisition process, as
there is generally no text to access in a photo or video. Other
useful features provided include the counts of the numbers
of shares, reactions, and comments on Facebook. However,
these numbers were tabulated in 2016 and since the produc-
tion of this data, have changed. At the time of initial access,
the Facebook Graph API allowed for retrieval of not only the
correct counts, but the data objects representing the shares,
reactions, and comments themselves in an ongoing fashion.
However, since the Graph API transitioned to version 2.12
on January 30, Facebook ceased to make user-level reac-
tions available. Thus, user-level reactions are no longer an
accessible portion of BuzzFace.

Processed Data

A description of our contribution to BuzzFace follows.
While individuals are permitted to perform the API calls and
access web content in production of the discussed data, the
different components fall under a variety of licensing agree-
ments that prevent their full, collated publication. Thus, we
provide only the Python scripts necessary to populate the
data.

Facebook Comments and Reactions The content of the
Facebook posts are thoroughly enriched on the platform
by active reader commentary. We have used the Facebook
Graph API to collect the comments associated with each ar-
ticle to create a dataset of over 1.6 million comments dis-
cussing the news content. The only similarly-focused social-
information veracity assessment resource (Derczynski et al.
2017) covers approximately 300 claims and 4, 000 follow-
up replies. Thus, BuzzFace covers approximately 7 times the
number of stories, and over 400 times the number of individ-
ual messages than the state-of-the-art.

This final result of over 1.6 million comments is quite a
bit higher than the total summation of comments on these
articles as reported by BuzzFeed themselves, which was
1,176, 713 comments. While part of this may be contributed
to the passage of time which yields additional comments,
this cannot explain the massive gap. It turns out that Buz-
zFeed mistakenly under-reported the number of comments
on each article when they published their original dataset,
which only makes analysis of it all the more valuable. It
turns out that there are two distinct types of Facebook com-
ments, which we deem “top-level” and “replies”. Top-level
comments are those which are made directly in response to
the Facebook Object in question, while replies are comments
made in response to a particular top-level comment. The first
comment left on a Facebook Object (a wide-range of Face-
book items including posts made by individual users and
pages) must be a top-level comment, as at that time there are
no top-level comments to reply to. After this first comment
is made, any user leaving additional commentary now has
the choice to respond to the original post itself or to a top-
level comment. This is as far as the nested structure of the



Veracity category | # Articles | # Top-level | # Replies Total # Comment | Avg. characters
comments comments rate per comment
No factual content 259 564,086 132,029 696,115 2,687.70 81.60
Mixture t/f 244 188,184 41,988 230,172 943.33 109.08
Mostly false 104 49,624 9,454 59,078 568.06 97.20
Mostly true 1,656 516,153 182,575 698,728 421.94 155.97

[ Al | 2263 | 1,318,047 | 366,046 [ 1,684,093 | 74419 | 108.76 |

Table 1: Decomposition of article veracity by user comments. Nearly three quarters of articles (73.18%) consisted of mostly-true
content, whereas fewer than half (41.49%) of all comments focused on these. Mostly-true factual content stands out well below
the other veracity categories in the number of comments per article, while articles with no factual content exhibited extremely
high activity. Independent of this, mostly-true factual content is also strongly marked by much longer comments, which average
from more than 50% to almost twice the size of those from other categories.

comment threads goes; when one leaves a reply to one of the
“replies”, it is itself again amongst the “replies”. Thus in the
same way that each post has a commentary thread consist-
ing of top-level comments, one may consider each top-level
comment as its own “post” with its own thread of replies.
For reasons unknown to us, when the Facebook Graph API
is used to obtain “all comments” on an Object, only a list of
the top-level comments is returned. Therein lies the mistake
BuzzFeed most surely made; they reasonably figured that to
obtain all comments on the posts it would be adequate to
merely use the API method which gives “all” the comments.
It turns out that in order to obtain all of the replies as well,
it is necessary to call the get comments API command on
each of the over 1.3 million top-level comments in turn and
append the results to the dataset. This process gave us an ad-
ditional 366,046 comments. We made sure to preserve this
threaded-structure of the commentary, and our methods for
doing so are discussed in a later section.

Our original access to the Graph API (versions 2.8-2.11)
rendered comments with all user IDs and names as available
fields (keyed by “from” in the JSON response comment ob-
jects). Thus, the original integration rendered a version of
BuzzFace that might be studied for user-level interactions
and user groupings of comments. However, with the release
of version 2.12, the Graph API’s documentation stated:

On February 5th, 2018, User information will not be
included in responses unless you make the request with
a Page access token. This only applies to Comments on
Pages and Posts on Pages.

which indicated that only page owners would receive user
identifying information, going forward. Thus, we can only
infer that researchers who wish to access BuzzFace will
not be provided with user information from the Graph
API. While we cannot release this information, we main-
tain the utility of BuzzFace’s user-level information by re-
leasing anonymized, ego identifiers (Ego-IDs) associated to
the Graph API’s comment IDs (see Sec. Structure for more
details).

Plugin comments In addition to the comments made on
each of the Facebook posts, many of the articles possess a
comments section on the outlet’s website itself. Every out-
let that allows for such comments employed the Facebook
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Comments plugin and/or the Disqus Comment System (Ea-
gle Rising has a separate comments section for each). Ta-
ble 2 explores the distribution of these plugin comments by
outlet. Obtaining the Facebook plugin comments was a sim-
ilar process to obtaining the comments on Facebook itself,
with the additional step of needing to query the Graph API
for the IDs of the article (here they are not simply in the
URL). This process yielded an additional 82, 090 Facebook
comments. It is important to note these comments are pro-
duced by users who may never have accessed the Facebook
posts annotated by BuzzFeed and could simply be avid fol-
lowers of the outlets in question. These comments may be
tapping into an entirely separate demographic to the other
set of Facebook comments. This is almost certainly the case
for the Disqus plugin comments.

The Disqus Comment System is one of the most popular
commenting systems employed on the internet. The demo-
graphic of users generating Disqus comments is vastly dif-
ferent from those creating the Facebook comments. This is
because the Disqus platform not only allows users to sign
in using their pre-existing Google, Twitter, or Facebook ac-
counts, but users may create a custom Disqus profile. This
gives users without social media accounts a chance to create
comments. The process of obtaining these comments was
fairly similar to that of Facebook; first, the proper ID had to
be extracted (this was an outlet-dependent endeavor), then
the correct calls to the Disqus API were made. The structure
of Disqus threads is overall very similar to those of Face-
book. Users may leave new comments or submit replies to,
share, and “like” existent comments. The structure of this
data is also very similar to the data obtained from the Face-
book Graph APIL.

Disparity It is clear that the number of Facebook com-
ments made on the actual Facebook posts themselves dwarfs
the plugin comments. It would be informative to launch a
study into why. A possible explanation is that a sizeable
number of the Facebook users which consumed the content
of the outlets merely read the title of the news articles with-
out clicking through to their texts before commenting. In any
case, these plugin comments are still a valuable contribution
to the dataset for their differing demographic.



% %
articles | third | # Facebook Facebook # Disqus | Disqus comment
Outlet deleted | party | comments | comment rate | comments rate # tweets
ABC News Politics | 12.04 | 3.704 - - 28,877 277.66 45
Addicting Info - 27.61 - - - - 77
CNN Politics 6.36 2.12 - - - - 97
Eagle Rising 0.866 | 56.28 11,414 113.01 2,054 20.34 7
Freedom Daily 8.257 | 21.10 2,266 26.35 - - 9
Occupy Democrats - 14.89 - - - - -
Politico 0.432 | 0.864 66,875 145.70 - - 10
Right Wing News 8.527 | 37.21 1,535 9.48 - - 26
The Other 98% 5.882 | 94.12 - - - - -
[ Al | 4049 [2042 ] 82,090 | 101.60 | 30,931 ] 150.88 [ 271 |

Table 2: Article deletion, third-party status, Facebook plugin comments Disqus plugin comments, and tweets by outlet at the
time of initial access. Note: since the time of initial access the Freedom Daily page ceased to be publicly available.

Other Social Media

The BuzzFeed dataset strictly dealt with news items posted
to Facebook. While Facebook makes up a sizeable portion
of the social media sphere, it is by no means comprehen-
sive (Gottfried and Shearer 2016). Any expansion of the
dataset to other platforms would yield massive amounts of
new robust data to explore. As it stands, our dataset is well-
positioned to incorporate both Twitter and Reddit.

Twitter The news items included in the BuzzFeed dataset
were all created in September 2016 and thus are almost en-
tirely focused on the United States Presidential Election. As
both major campaigns were very active on Twitter, many of
the articles made references to tweets. Twitter provides the
tools necessary to web developers to create embedded tweets
in their web pages, and this provides an easy mechanism to
link our data with Twitter. When performing our web con-
tent acquisition on the articles we made sure to find all such
instances of embedded tweets and record the URLs of the
tweets they linked to. Table 2 presents more information on
their occurences. These harvested tweets would yield a sig-
nificant amount of additional data to analyze using the Twit-
ter API. For example, the number of favorites and retweets
along with all replies to the tweets would be simple to obtain
and informative.

Reddit An additional social media platform that provides
many users with their daily news is Reddit. In particular,
there are several sections of Reddit—*"“subreddits”—where
users may only post links to news articles. These function in
a very similar way to the Facebook news posts in the Buz-
zFeed data: users may “like” and comment. We could use
the Reddit API to search these subreddits for any of the arti-
cles included in the BuzzFeed dataset and extend our dataset
with the corresponding Reddit comments and other pertinent
features.

Quality

The original annotations which we have based our dataset
on were completed by a team of journalists at BuzzFeed
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(Silverman et al. 2016). This team included several journal-
ists whose careers rely heavily on the ability to verify or re-
ject news reports. Thus we are treating these annotations as
gold-standard data. The BuzzFeed team made sure to keep
the data largely representative of multiple types of news out-
lets by selecting them from the mainstream, left-leaning, and
right-leaning categories. It is important to note that each of
the outlets that the team chose had been “verified” by Face-
book, and thus in an indirect fashion have been deemed as
being more credible than other, non-verified, news outlets
on the platform. In addition, the team also detailed (Silver-
man et al. 2016) the fact that they not only were checking
for the accuracy of the information in the text of the articles,
but would also label the articles as a mixture of true and
false if the content of the article was true for the most part,
but did not match the claims made in the title or caption.
They found that oftentimes Facebook share lines and/or ti-
tles would inject misinformation or misleading information
into an otherwise respectable article. The team even ended
up changing some of the annotations for the articles after
receiving feedback which proved they had made the wrong
choices. These dimensions of their analysis, along with their
qualifications and resolve to find the truth have made for a
compelling dataset. Indeed, studies have already been com-
pleted using this BuzzFeed data set as a starting point. The
results of (Potthast et al. 2017) in particular are of interest.
They focus on a stylometric analysis of the body text of the
articles themselves, forgoing the use of Facebook to provide
extra content.

Enrichment by additional data makes for a more robust
dataset. While the BuzzFeed dataset is useful and a wel-
come record of veracity, it alone does not possess language
to process, limiting its machine learning development ca-
pacity. Alongside the posts, our addition of the news article
content and Facebook and plugin comments provides a size-
able collection of text and multimedia that could be used for
multiple learning tasks. We have managed to capture 2263
of the posts and their commentary (99.17%), which all came
from the Facebook Graph API in pristine condition. The data
was then organized and munged by our scripts to allow for



Veracity category | # Articles | # Top-level | # Replies Total # Comment | Avg. characters
C ts ¢ t rate per comment
ABC News Politics (784,622 fans)
No factual content 26 2,361 1,556 3,917 150.65 121.03
Mixture t/f 2 93 31 124 62 142.12
Mostly false 0 0 0 0 - -
Mostly true 172 9,976 5,769 15,745 91.54 144.62
All 200 12,430 7,356 19,786 98.93 139.94
Addicting Info (1,427,134 fans)
No factual content 11 2,088 1,266 3,354 304.91 104.18
Mixture t/f 25 9,955 3,735 13,690 547.6 99.43
Mostly false 8 4,954 1,074 6,028 753.5 94.12
Mostly true 96 30,804 12,873 43,677 454.97 94.46
All 129 47,801 18,948 66,749 517.43 95.94
CNN Politics (2,681,981 fans)
No factual content 20 8,189 3,589 11,778 588.9 200.96
Mixture t/f 4 936 547 1,483 370.75 234.54
Mostly false 0 0 0 0 - -
Mostly true 385 108,852 66,020 174,845 454.14 227.60
All 389 117,977 70,129 188,106 483.56 225.99
Eagle Rising (689,483 fans)
No factual content 81 3,569 396 3,965 48.95 84.74
Mixture t/f 54 6,569 779 7,348 136.07 89.91
Mostly false 30 2,316 514 2,830 94.33 126.74
Mostly true 121 6,731 768 7,499 61.98 92.62
All 205 19,185 2,457 21,642 105.57 94.72
Freedom Daily (2,658,870 fans)
No factual content 4 1,277 191 1,468 367 101.84
Mixture t/f 26 12,066 1,146 13,212 508.15 87.49
Mostly false 26 12,599 1,818 14,417 554.5 100.65
Mostly true 56 21,076 2,767 23,843 425.77 91.88
All 112 47,018 5,922 52,940 472.68 93.45
Occupy Democrats (7,111,843 fans)
No factual content 65 433,256 163,455 596,711 9,180.17 74.49
Mixture t/f 33 102,710 33,115 135,825 4,11591 111.41
Mostly false 9 11,987 4,278 16,265 1,807.22 102.66
Mostly true 102 159,213 70,937 230,150 2,256.37 127.52
All 209 707,166 271,785 978,951 4,683.98 92.55
Politico (1,762,151 fans)
No factual content 6 267 196 463 77.17 335.49
Mixture t/f 2 2,517 1,370 3,887 1,943.5 117.22
Mostly false 0 0 0 0 - -
Mostly true 528 69,174 39,579 108,753 205.97 192.62
All 534 71,958 41,145 113,103 211.80 190.61
Right Wing News (3,561,400 fans)
No factual content 11 3,770 628 4,398 399.82 81.12
Mixture t/f 89 38,343 3,806 42,149 473.58 94.10
Mostly false 26 10,872 1,720 12,592 484.31 78.54
Mostly true 142 39,489 4,446 43,935 309.40 86.60
All 268 92,474 10,600 103,074 384.60 88.45
The Other 98% (5,520,002 fans)
No factual content 40 45,330 24919 70,249 1,756.23 113.67
Mixture t/f 10 11,103 6,380 17,483 1,748.3 139.04
Mostly false 5 5,022 2,680 7,702 1,540.4 108.75
Mostly true 67 49,635 28,213 77,848 1,161.91 123.38
All 122 111,090 62,192 173,282 1,420.34 120.37

Table 3: Statistics detailing Facebook comments and other items by outlet. The number of Facebook fans that each of the outlets
currently has as of time of writing is provided next to the outlet name. The distribution of the articles studied by outlet is also
provided. The left-leaning outlets have by far the highest comment rates, while the mainstream outlets have the highest average
comment lengths. These are both possible indicators of social bot activity. Note: since the time of initial access the Freedom
Daily page ceased to be publicly available.

quick analysis and easy-access. The storage of the vast quan- of organization of features. The JSON objects representing
tities of data in JSON objects allows for quick retrieval of the comments themselves are automatically chronologically
desired data subsets and an intuitive and descriptive means sorted to maximize simplicity. A key advantage of our con-
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tribution to the dataset is the fact that the majority of it is
non-static, since commentary continues to accrue over time.
Users are continually adding new comments long after the
initial post dates of the news items and reacting to said com-
mentary. Since the BuzzFeed dataset was harvested, the to-
tal number of comments on the news items has increased by
over 50, 000. Due to the fact that we are distributing scripts
for the creation of local datasets for the users, this allows for
the data to continually grow in size in this fashion, and is not
limited to just that which we discuss here.

Structure

As stated previously, the actual files provided will merely
be a suite of Python scripts which will perform all of the
necessary web content acquisition, API requests, creation of
directory hierarchies on disk, and writing of the data. Once
this process is completed, the user will be left with the entire
dataset at their disposal, along with a custom-made API that
allows for efficient slicing of the data.

Data

First the data corresponding to each of the news items is
collected and saved, and then aggregated into unifying data
structures to enable quick retrieval. The main directory will
have 9 sub-directories (one for each of the news outlets)
which contain directories for each of the 2, 282 news items
annotated by BuzzFeed. Each directory will possess the as-
sociated Facebook post ID as its name and contain the fol-
lowing JSON files: attach.json, comments.json, posts.json,
replies.json, and scraped.json.

1. attach.json includes information on the attachments to the
post, including the images, videos, links, title, and subti-
tles. Keys which provide the URLs of all of these features
are also present.

2. comments.json is a list of data pertaining to all the top-
level comments made on the post. The precise features
of comment objects that populate this file are identical to
those provided by Facebook’s Graph API.

3. posts.json details post metadata, including: caption, cre-
ation time, its Facebook post ID, its link, the message, the
name, pictures, number of shares, the type (link, image,
or video), and the last time it was edited.

4. replies.json is again a list of the comments made on the
post, but this time including both the top-level and replies.
The file is formatted to represent the threaded structure of
Facebook commentary. Each top-level comment is repre-
sented as a JSON object with the following keys:

(a) created_time simply yields the time the comment was
made.

(b) id is the Facebook comment ID associated with the
comment.

(c) message is the text of the comment.

(d) replies is a list of JSON objects representing all the
replies made to this top-level comment. Replies have
the same structure as the top-level comments, except
they are missing the replies key. If this list is empty, it
means that no replies were made.
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5. scraped.json is the result of the web content acquisition
applied to the news items which linked to actual text ar-
ticles on other webpages. This is a JSON object with the
following keys:

(a) links which is a list of all the links contained within the
body of the article, along with text.

(b) pictures is a list of the URLs of all the pictures in the
body of the article, along with their captions.

(c) body is simply the text of the body of the article.

(d) tweets is a list of all the embedded tweets in the body
of the article.

(e) comments is a list of all the comments made on the ar-
ticle using the Facebook Comments Plugin. These are
structured just like actual comments made on the Face-
book platform themselves, without the replies key, as
they are all top-level.

(f) DisqComm is a list of all the comments made on the
article using the Disqus Comments Plugin. These are
again represented as JSON objects, but they contain so
many keys and values that it would be quite lengthy to
describe them all. The Disqus API provides much more
information than the Facebook Graph API.

API

As stated above, the full dataset is massive with a multitude
of different types of data. In order to facilitate analysis of this
data, we have created an effective API to allow the user to
extract specific subsets. This API is provided in the form of
multiple Python scripts which are well-documented. In or-
der to initiate the API, the user must simply run the main.py
file included with the data. The API has methods which al-
low for the analysis of the commentary either by user or
by thread. Since in both the data and the Facebook Graph
API there is a clear distinction made between the top-level
comments and the replies, we have included the ability for
the user to specify which type of comments they would like
to analyze when using the majority of the API methods: all
comments, just top-level, or just replies. These are the meth-
ods available to the user (all of them allow for the choice of
comment level except for cutThread):

o Text - there are versions of this function for both a single
User or a Thread. It simply returns a list of all the text of
the comments in question.

e Times - again there are versions of this function for User
or Thread. It returns a list of all the times the comments
in question were made, in datetime.datetime format.

o TextTimes - includes versions for User or Thread. This
function returns the output of the previous two functions
zipped into a single list of tuples.

e Response - includes version for User or Thread. Returns a
list of the response times of the comments in question as
a number of seconds. We define response times to be the
time that passed between the comment and the previous
top-level comment for top-level comments, and the time
between the comment and the previous reply for replies.
In the case that the comment is the first top-level comment



in a thread, the response time is simply the time passed
between the original post time of the thread and the com-
ment. When the comment is the first reply to a top-level
comment, the response time is the time that passed be-
tween the comment and its top-level parent comment.

o ThreadCounter - this is a method only for the User class.
It will return a Counter showing the Facebook thread IDs
that the user commented in along with their frequencies.

e UserCounter - this is a method only for the Thread class.
It will return a Counter showing the Ego-IDs for the users
that added comments to the thread and their frequencies.

e CutThread - this is a method only for the Thread class. It
allows the user to analyze a given thread only up until a
specified time. This shortened thread may then be used in
the same way as a complete thread.

Potential uses

When performing a literature review in regards to similar
datasets and their applications, we found nothing similar to
BuzzFace. Pristine Facebook data is notoriously difficult to
obtain (Rieder 2013), and thus it made sense that we found
little to no large datasets which focused on veracity assess-
ment that incorporated it. Not only this, but we also found
no such datasets which focused on social bot detection on
the platform. It is important to note there was a selection
of studies completed which sought social bot detection tech-
niques on other social media, particularly Twitter. Both news
veracity assessment and social bot detection have become
incredibly important and popular areas of focus in Natural
Language Processing and Computer Science research in re-
cent times due to high profile and large-scale political events
around the globe. An intriguing potential use for the dataset
we present here is to create and train machine learning mod-
els for these two avenues on the Facebook platform.

News veracity assessment

To date, much of the attempts at classification of news ar-
ticles into categories of veracity have relied solely on the
content of the articles, and has not paid due attention to as-
sociated user-generated content. Our addition of the massive
quantities of text coupled with each news item will allow for
researchers to have far more data to work with when creat-
ing their models than before, and this may lead to more reli-
able and effective veracity assessment. While the comments
themselves do not come paired with their own veracity an-
notations (there are simply too many of them for a small
team to have annotated them by hand, and additionally of-
tentimes Facebook comments are difficult to classify as true
or false as they are simply an expression of opinion), each
comment is paired with the veracity annotation of its parent
post. Thus a potential investigator may be able to find fea-
tures of comments which most likely indicate that the com-
ment was made on a post of questionable validity, and then
use this information to take the comments associated with
a novel news item and make a veracity classification. Such
a system could thus be used to make such classifications in
real-time shortly after the items are posted, needing access
only to the article and its commentary.
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The BuzzFace data has important characteristics that in-
dicate its quality for such development of a machine learn-
ing model for news veracity assessment. Breaking down the
user comments by veracity, we see that on average, articles
labeled as mostly true received comments at a sizeably di-
minished rate (421.94 comments per article) of those labeled
as mostly false (568.06 comments per article). Strikingly, ar-
ticles with no factual content exhibited extremely high com-
ment rates (2,687.70 comments per article). Additionally,
we note that comments on articles labeled as mostly true
were approximately twice as long (155.97 characters per
comment), on average, as those of their mostly false coun-
terparts (97.20 characters per comment), with articles of no
factual content once again at the extreme opposite end of the
spectrum (81.60 characters per comment). These variations
(few, but long comments) are present only for the articles la-
beled as mostly true—as evidenced by Table 1—a clear sig-
nature for true factual content. Finally, a finer-grained break-
down of BuzzFace by outlet is provided in Table 3, where it
can be seen that Occupy Democrats articles astonishingly
received more than half of all comments.

The presence of behavioral differences that may be lever-
aged in veracity assessment are highlighted by these find-
ings. These signatures do not exist in the other state-of-the-
art dataset (Derczynski et al. 2017), where rumors labeled
as true neither received more nor longer replies (however,
that source was Twitter, having a short-form, character limit
of 140 at the time of completion). Moreover, the shared task
associated with these data resulted in none of the 13 sub-
mitted systems outperforming a baseline of random assess-
ment by the rate of false rumors (Derczynski et al. 2017).
This suggests the existing resources may lack sufficient size
and/or quality to advance system development.

Social bot detection

Social bots have increasingly made their presence known to
Facebook users in recent years (Ferrara et al. 2016). Unfor-
tunately, since there was not much awareness of this issue
until now, there has been little scholarly work done on their
detection. Apart from the issue of the fast-changing pace
of the social media landscape, an additional factor which
may contribute to this lack of progress is the previously-
mentioned difficulty in acquisition of Facebook data. As
many Facebook users post quite a bit of personal informa-
tion, Facebook is less willing to provide its data to the pub-
lic than other—more anonymous—social media platforms
such as Twitter. While this is reassuring to the average user,
it could potentially make Facebook a trivial platform for a
nefarious actor to infest with social bots. Considering that
our dataset comprises news articles posted during the peak
of activity during the 2016 U.S. Presidential Election, which
was one of the main events which brought social bots to the
attention of the public and the world at large, it is almost cer-
tain that we have captured social bot activity. Researchers in-
terested in trying to trace social bots and their impact on the
Election would find much of interest in the data we present.
More generally, the data could be used to create new sys-
tems for making classifications of Facebook users as either
humans or social bots. While the dataset does not contain



annotations labeling the 843, 690 users captured as humans
or social bots, we can associate each user with the verac-
ity levels of the threads which they chose to comment on.
It seems natural that there may be a correlation between the
status of a user as human or machine and the frequency with
which they comment on mostly false or mixture of true and
false posts.

Disqus analysis

An additional subject we investigated during the literature
review was any discussion of comments made using the
Facebook or Disqus comments plugins. We found no such
work. In the case of Facebook, this seems reasonable as the
comments made on these third-party sites are functionally
identical to those made on the platform itself. On the other
hand, we found it extremely surprising to find no work on
Disqus, considering it is currently one of the most popu-
lar commentary plugins on the internet. While the majority
of our dataset is made up of Facebook comments, there is
still a sizeable collection of data from Disqus comments.
Since there seems to be no scholarly work on this sub-
ject, there are quite a few possible avenues for research.
An immediate possibility is the analysis of differences be-
tween commentary on Disqus and Facebook, as any time
our dataset yields Disqus commentary on an article we are
sure to also have supplementary Facebook commentary on
the same post. Disqus users may represent an entirely sepa-
rate demographic than the Facebook users in that one needs
no social media account whatsoever to sign up for Disqus
and begin commenting. Considering the ubiquity of this plu-
gin, the richness of the data their API provides, and the lack
of scholarly work on the subject, future studies into Disqus
look quite promising.

Methods
Facebook Graph API

The data provided by BuzzFeed came in the form of a CSV
file with each row representing a single news item posted
to Facebook. The essential feature in each row for our en-
deavors was the Facebook post ID associated with the post.
Python scripts were constructed to loop through all the post
IDs given and insert these IDs in the constructed URLs
which queried the Facebook Graph API for the features
which we desired, including: comments, information about
the post itself, the attachments, and the statistics concerning
shares. This information was then stored with the appropri-
ate directory hierarchy as discussed previously, with JSON
files representing the above mentioned data obtained from
the API queries.

Accessing web content

Each Facebook post in the BuzzFeed dataset came labeled
with one of the following types: video, link, or photo. Col-
lecting video and photo posts only required another call to
the Facebook Graph API. In order to obtain the body text
and other important features of the actual articles them-
selves (the link type), we accessed articles associated with
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the Facebook posts using Python and the modules Beauti-
fulSoup and urllib2. Given the vastly different styles of web
code for the different outlets, at least one tailor-fit utility was
required for each outlet.

Before web content could be accessed, another selection
process was required for the articles in queue. It is very com-
mon for news organizations on Facebook to share articles
written by other outlets, so prior to using our tools we had
to determine which posts were actually produced by which
outlets. For each outlet we looked at several examples of
news articles posted and examined their URLs for strings
that could be used to identify them. We then set up a hash
map relating outlets to these identifier strings, and iterated
through each article URL checking for the appropriate iden-
tifier string. If the identifier string was present, we consid-
ered the article to be first-party. We created a Boolean asso-
ciated with each article to store this information.

After some analysis of the sources of the articles for the
various outlets, it became apparent that this was not enough.
Out of The Other 98%’s 121 Facebook posts, 51 of them are
links to text articles. Out of these links, none of them are
articles on The Other 98%’s webpage, while a massive 35
(68.63%) of them were US Uncut’s (another outlet) articles.
At this point, it became clear it would be worthwhile to cre-
ate a US Uncut-specific utility in place of that for The Other
98%’s. There are additionally 12 Occupy Democrats articles
amongst the remainder, which is an outlet we had already
established tools for, so it was easily applied to these. The
remaining third-party pages with minor representation were
simply skipped. These articles along with those that have
since been deleted make up the entirety of the articles which
were not accessed. Only about 4.05% of the articles have
been deleted, while 20.42% are third-party; Table 2 further
illustrates these statistics.

Conclusion

We have collected and adjoined to the BuzzFeed dataset
a massive amount of additional data. Not only is the size
of the data impressive, but our contribution is feature-rich,
well organized, and has been made simple to navigate for
other users to perform their various analyses. The contribu-
tion of over 1.6 million additional pieces of text that are di-
rectly related to news items analyzed by BuzzFeed will al-
low for a truly robust and intriguing dataset. Such a large
gold-standard dataset geared towards news veracity assess-
ment has simply not existed before this time, which makes
our contribution to the BuzzFeed dataset highly beneficial
for this endeavor. Moreover, our timely access to user-level
information over the initial integration of BuzzFace has al-
lowed us to open a window into the interactions of users on
Facebook. Not only have we maintained these extremely im-
portant data for our own analyses, but we have anonymized
them as Ego-IDs for community access, making this dataset
a one of a kind and potent object for the research commu-
nity. On this note, we also highlight the ephemerality and
changing nature of BuzzFace. Users are still commenting on
the dataset’s news articles (albeit more slowly), in addition
to deleting some posted content (and now even accounts).



Anyone who wishes to utilize BuzzFace as described should
act to integrate the dataset now.

Apart from the massive size differential between our
dataset and those of the status-quo, it is also important to
note that all previous datasets have focused strictly on con-
tent alone. The addition of supplementary data such as user
comments provides entirely new dimensions. Additionally,
the evolution beyond a truth dichotomy to a full four cate-
gories of veracity makes for far more subtlety and power in
a veracity assignment mechanism. The data also is poised to
be helpful for the detection of social bots. The 2016 U.S.
Presidential Election is well-known to have been a time
where social bot usage was rampant on various social me-
dia platforms, particularly Facebook. The dataset we have
proposed offers a massive sampling of commentary on arti-
cles during this time period where nearly every news item
posted by the nine outlets regarded the Election. This is pre-
cisely where one may expect social bots designed to alter the
outcome of the Election would have been most active. The
breadth, along with the timing and placement of our pro-
posed dataset makes it very valuable for the study of both
social bots in general and particularly their influence and
methods used during the Election. For data development,
the next steps are clear: follow the leads to other social me-
dia platforms and use their APIs to supplement the dataset.
Beyond the two platforms mentioned (Twitter and Reddit),
perhaps ties could be found and implemented to spread even
further.
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